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Abstract

For many years NASA Amecs Research Center, Dry-
den Flight Research Facility has ecmployed automa-
tion in the servicing of flight-critical aircraft batteries.
Recently a major upgrade to Dryden’s computerized
Battery Systems Laboratory was initiated to incorpo-
rate distributed processing and a centralized database.
The new facility, called the Acrospace Encrgy Sys-
tcms Laboratory (AESL), is being mcchanized with
iAPX86 and iAPX286 hardwarc running iRMX86.
This paper describes the hardware configuration and
software structure for the AESL.

Nomenclature

A/D analog-to-digital

ADC analog-to-digital converter

AESL Acrospace Energy Systems
Laboratory

Ames-Dryden  NASA Ames Rescarch Center,
Dryden Flight Rescarch Facility

BSC Battery Station Controller

BSL Battery Systcms Laboratory

DAC digital-to-analog converter

DPR dual port RAM

DSDD double-sided, double density

IEEE Institute of Elcctrical and Electronic
Engineers

1/0 input/output

NDP numeric data proccssor

SBC single-board computer

SBX single-board cxpansion

SCp status and control pancl

TTL transistor-transistor logic

Introduction

For many ycars the NASA Amcs Research Center’s
Dryden Flight Rescarch Facility (Ames-Dryden) has

*Acrospace Engineer.
tSystems Programmer.

been operating rescarch aircraft in which rechargeable
baticrics scrve as important power sources for vari-
ous flight-critical systems. Such batteries must un-
dergo periodic scrvicing to verify integrity, capacity,
and load-carrying ability for flight safety recertifica-
tion. Because of the large number of aircraft, each hav-
ing scveral scts of batteries assigned to it, the servic-
ing workload is considerable. Ames-Dryden has been
incorporating automation techniques to lower the cost
of battery servicing, whilc at the same time improving
quality and reducing tumaround times.

The present Ames-Dryden Battery Systems Labo-
ratory (BSL) evolved over 20 years, based on goals
established in the 1960s. In 1970 automation was first
introduced into the BSL using a commercial minicom-
puter and a 200-channel scanner employing a multi-
plexed analog-to-digital converter (ADC). This sys-
tem was so successful that in 1973 the minicomputer
was upgraded and the ADC expanded to 800 channels.
A modcemization effort beginning in 1979 brought the
system up to 1024 ADC channels, and a new computer
system allowed control over 40 battery-charging sta-
tions (Stewart, 1983).

In 1987 it was dccided that the BSL requircd further
modemization to mcct projected future requirements
for battery scrvicing at Ames-Dryden. The second-
generation BSL will be called the Aerospace Energy
Systcms Laboratory (AESL) (Glover, 1988b); proto-
type clements of this new system are nearing opera-
tional status. This rcport discusses the implementa-
tion of the new facility based on prior Multibus sys-
tcms engincering donc at Ames-Dryden to support
aircraft testing (Glover, 1983; Glover, 1987; and
Glover, 1988a).

Evolution of the AESL

Figure 1 is an overview of NASA's present Bat-
tery Systems Laboratory (BSL). The system employs
a minicomputer and a centralized analog data acqui-



sition system to receive 25 data channcls from cach
of 40 battcry servicing positions. Although not shown
in figure 1, the minicomputer has shutdown command
authority over the charger at cach position. Servicing
records are sent to the line printer and filed as hardcopy
forlater relerence. A portion of this hurdcopy listing is
then manually entered into a separate scrvicing record
archives for case of access.

After many years of automated battery servicing,
the BSL has reached the end of its useful service life.
Hardware and software maintainability has diminished
and the architecture has inherent single point failures.
S¢veral shortcomings have also been identificd: the
analog-to-digital (A/D) sample rate is too low, A/D
calibration is difficult, it cannot scnse battery temper-
ature, and ampere-hours integration accuracy is low.
Following a dctailed study of the BSL and its opcra-
tional deficicncies (Glover, 1988b), the following re-
quirements for a new facility were defined:

Improve Reliability

Ncw statc-of-the-art hardware

e Dccentralized architecture to reduce wiring

Industrial grade real-time operating system

Fault-tolerant partitioned system philosophy

Stand-alonc operations of system components

Upgrade Central System

e Incorporate battery-specific servicing history
archives

e Incorporatc project-specific applications databasc
e Incorporate battery-type characterisics databasc

e Incorporate independently powcered clock and
calendar

Improve Safcty

o Incorporate ccll emissions detector

e Incorporate case tempcerature scnsing

e Incorporate runaway ccll detection algorithm
e Incorporate dcadman timers in control loops

Provide independent primary power shutdown
relays

Improve Accuracy

¢ Increase data acquisition sample rate
e Perform amp-hour integration at 100 Hz or more

e Incorporate algorithms for pulsed waveform
analysis

e Incorporate provisions for ADC calibration
Improve Productivity

e Provide technician I/O at each battery station
e Minimize technician keyboard operations

e Providc rapid battery identification by barcode
tags

e Automate casc Icakage current measurement

s Pcrmit unattended overnight and weckend
operations

The ncw battery servicing facility will be called the
Acrospace Encrgy Systems Laboratory (AESL). The
AESL will cmploy distributed processing linked to the
central systcm by way of a scrial data cable, as shown
in figurc 2. The central system will not only serve as
host for an intcgrated file structure, but will also serve
as a data bus manager, a multiple-uscr timesharing in-
terface, and a software production facility.

Figure 3 is an overview of an AESL battery station,
and figure 4 shows how the station components are
physically arranged. The charger is mounted on the top
shelf and a status and control panel (SCP) is mounted
ncar cye level at the front edge of the top shelf. The
battery being scrviced sits on the middle shelf with the
monitor platc clamped to its top. The power rclays are
locatcd in the large box visible at the rear of the middle
shelf. The controller subsystem sits on a shelf imme-
diately below the middle shelf, with the current shunt
ncarby (not visible). Not shown in the photo arc the
temperaturc probes, four of which are placed bencath
the battery case, and a fifth probe inscrts into the mon-
itor plate. Also not shown is the load bank which is
a scparate picce of equipment used for variable-load
profile testing.

Figurc 5 shows a functional overview of the AESL.
A typical battery scrvicing operation begins with the
battery lab tcchnician sclecting a task on the SCP
switch matrix. The technician identifics the battery



to be serviced by scanning its affixed barcode tag
using the hand-hcld barcode rcader gun attached to
each battery station. He identifics himself as the ser-
vicing technician by scanning a personalized credit-
card-sized barcode ID. The appropriate specification
files are fetched from the central systcm, starting with
the battery specification file using a path name con-
structed from the battery barcode tag; the remaining
files are fetched using pathnames derived from infor-
mation found in the battery specification file. The
technician fastens the monitor plate and tcmperature
probes to the battery, presses the EQUIP POWER but-
ton (which supplics power to the charger) on the SCP,
adjusts the charger with the appropriate sctting, and
starts the servicing operation by sclecting run mode on
the SCP.

During the opcration, the controller monitors all the
variables and senses both normal end-of-run and out-
of-limits conditions. At the complction of the opecra-
tion, the station controller shuts down the charger by
way of primary power relays external to the charger,
alerts the technician with the sounding of the beeper
alarm and display of an end of operation status mes-
sage on the SCP, and transfers the data generated dur-
ing the operation to the central systcm archives.

Database Specification and File Structure

One of the first elements to be designed for the
proposed ncw facility was the integrated specifica-
tions database and battery servicing records archives
file structure shown in figure 6. The root dircctory
BATTERY will contain second-level battery directo-
ries with names corresponding to their cight-digit bar-
code numbers. Each of these sccond-level dirgclorics
includes a single specification file and any number of
data files crcated during battery servicing operations.
The namcs of these data files will be gencrated from
the date and time at the moment of file creation, There-
fore, a file crcated at 8:30 a.m. on November 15, 1988
would be named 881115083000. Within the root direc-
tory CELL will reside the cell specification files, one
for each type of cell used in the various types of batter-
ies. The root directory PROJECT will contain second-
level project dircctories. Each sccond-level project di-
rectory will contain a single project specification file
and also may contain any number of variable-load pro-
file files.

Management of this integrated data structure has
several operational aspects. First, the structure must
be expandable as new batterics, cell types, and projects

are added. This rcquirces creation of additional direc-
torics and editing of new specification files. Second,
there must be utilitics for decoding specification files
and encoding servicing data files. Third, to permit
efficient access to the scrvicing data files, there must
be application utilitics for scanning, cross-correlating,
and extracting the desired information. Last, there
must be an cfficient means for culling older data files
so they may be stored off-line.

Two altcrate methods of structuring the specifica-
tion and data files were considered: ASCII text files
and a combination of ASCII and raw numeric. A por-
tion of both the specification and data file contents was
expected to be ASCII, while the remainder was mostly
floating-point numeric. It was decided to design the
entire structure using only ASCII-ecncoded text files.
The disadvantage of this strategy is that the files are
larger, while the advantage is ease of editing. The
format chosen was free-ficld using parameter identi-
fication tags and ficld delimiters as opposed to fixed-
length ficlds, thus offering maximum flexibility. Fig-
urc 7 shows an example of a cell specification file il-
lustrating the type of paramcters and characteristics in-
cluded. Figure 8 shows an example of a battery servic-
ing data file.

Central System Mechanization

As shown in figure 9, the AESL central system con-
sists of a two-chassis Intcl System 310 processor on
the left, a Wyse Model 60 terminal in the center, and
a Dataproducts M220 line printer on the right. The
310 main subsystcm chassis mounted on top has in-
stalled a Memtech iBC magnetic bubble cassctte mod-
ule, 2 5.25-in. DSDD floppy diskette drive, and a 0.25-
in. tape cartridge drive. The 311 peripheral expan-
sion subsystem chassis on the bottom has installed
two Seagate ST251 hard disk drives and associated
power supplies.

Table 1 shows the hardware complement installed
in the 310 cardcage. The processor is an SBC 286/12
that has an 80287 numeric data coprocessor installed,
plus a SBX344A BITBUS interface module installed
at SBX conncctor J6. The SBC544 and SBC548 com-
munications controllers provide a total of 12 chan-
nels of scrial 1/0. The SBC214 provides manage-
ment of the hard disks, the floppy drive, and the tape
drive. The Central Data motherboard hosts an assort-
ment of supporting SBX modules. The SBX258 mod-
ule interfaces to the iBC bubble cassette unit. The
SBX351 serial module provides a utility RS232 port.



The SBX251 magnetic bubble memory module pro-
vides 128 Kbytes of auxiliary scratchpad. The Com-
puter Modules LSBX-Super module is powered by a
lithium battery and provides clock/calendar services,
a programmable timer interrupt, and 8 Kbytes of non-
volatile static RAM.

The operating system used in the AESL central sys-
tem is RMX86 Release 7 containing a full complement
of system services including Universal Development
Interface (UDI). The program is configured for the pe-
ripherals described above using the interrupt mapping
shown in figure 10. The iBC bubble cassette unit is
configured as unit :BO: and the SBX251 auxiliary bub-
ble memory is configured as unit :B1:. The hard drives
are configured as units :W0: and :W1:, with :WO0: serv-
ing as the system device and :W1: scrving as the repos-
itory for the integrated databasc structurc. For both the
central systcm applications and BSC software :WO: is
formatted for 5000 files and hosts the softwarc pro-
duction tools and miscellancous source language cle-
ments. On the assumption that virtually all its files will
be less than 1024 bytes in length, :W1: is formatted
for 38,000 filcs. No software is yct in place to scrvice
¢ither the multiuscr environment or the BITBUS, and
the central system has thus far only been uscd for the
production of BSC software.

Battery Station Controller Mechanization

As shown in figure 11, the BSC consists of an SBC
661 chassis modificd with a housing for a pair of iBC
casscttc bubble memory units (labelled PROGRAM
and DATA) on top of the chassis and an auxiliary
power connector box at the right side. Additional in-
ternal modifications include an AC low interrupt and a
120-Hz clock interrupt. The front cover has been ma-
chined with mounting holcs for the ribbon connector
asscmblics which provide 1/0 interfaces to the card-
cage. Figure 12 shows an overview of the major com-
ponents of thc BSC.

Table 2 shows the hardwarc complement within the
SBC 661 cardcage, and figure 13 shows the installed
components. The processor is an SBC 86/35 with an
8087 numcric data coprocessor installed. Both its SBX
conncctors arc occupied: J3 contains a General Digital
GDX-Proto-1 board used to interface to the SCP dis-
play, and J4 contains a SBX344A BITBUS interface
module. The Central Data motherboard hosts an as-
sortment of supporting SBX modules. The SBX351
scrial module provides a utility RS232 port. The Gen-
eral Digital GDX-Barcode module providcs the inter-

face to the hand-held barcode reader gun. The SBX258
module interfaces to the two iBC bubble cassette units.,
The Computer Modules LSBX-Super module is iden-
tical to that installed in the central system providing
clock/calendar, timer, and nonvolatile RAM. The Da-
tel ST-701-A2 and ST-742 boards comprise the 48-
channel analog input subsystem. The Analog Devices
RTI-724V board provides four channels of analog out-
put. The Burr-Brown MP830-72 board provides mis-
cellancous transistor-transistor logic (TTL) discretes
for scrvicing the SCP.

The operating system used in the BSC is RMX86
Release 7 but contains only the full nucleus and full
basic I/O. The program is configured for the peripher-
als previously described using the interrupt mapping
shown in figure 14. The iBC PROGRAM bubble cas-
sctte unit is configured as :BO: and is the boot device.
The iBC DATA bubble cassctte unit is configured as
:B1: and contains a file structure identical to the cen-
tral system intcgrated database.

Figure 15 shows the mapping of the BSC software
and hardware. The SBC 86/35 board is configured for
the maximum EPROM complement of four 27256s.
These PROMs contain the bootstrap loader, an SDM
monitor, the RMX86 nucleus, and the RMX86 basic
/0. The DAC board occupics an 8-byte slice start-
ing at ODACOOH, and the A/D subsystem occupics
8 Kbytes starting at 80000H. The lower 512 Kbytes
of memory address space is occupicd by the RAM on
the SBC 86/35 board. This is divided equally between
the user job (upper half) and RMX86 (lower half).
The file /SYSTEM/RMX86 found on :BO: consists of
the ROOT job (mapped at 01100H) and the user job
(mapped at 40000H),

During the preliminary design of the BSC user job,
it was dccided not to usc RMX86 scgments for sharcd
data arcas. Instcad, sharcd elements were simply de-
clarcd PUBLIC using PLM86 LARGE modcl such
that all tasks could access all elements. This eliminated
all catalog entrics and scarches, simplified initializa-
tion, and reduced the size of the user job by several
percent.

The BSC user job consists of a mix of PLM86 and
ASMB86 modules. Table 3 lists the task complement
within the BSC user job. The total number of tasks
is 23, and resource allocation is performed using re-
gions. The following hardware rcgions are employed:
CRT, BO, B1, LSBX, NDP, ANALOG, DISPLAY, and
PRINTER. A software rcgion, STATUS, is used to



avoid conflicts in updating and accessing the PUBLIC
variables defining the operational status of the BSC.
All rcgions are created using task priority queueing.

A 1otal of 11 scmaphores arc cmployed within the
BSC uscr job. Scven of these arc configured as SIG-
NALSPAIR scmaphores providing keyboard traps for
special function keys. A task is associated with each
to sct the corresponding PUBLIC flag to true. The re-
maining four semaphores are used for intertask syn-
chronization. While all secmaphores arc configured
for first-in first-out queueing, only a single task waits
at cach.

One special interrupt handler is employed to inter-
cept the nonmaskable interrupt (NMI) interrupt linked
to the AC low signal gencrated by the BSC power sup-
ply. This handler sets a four<byte power fail flag in the
LSBX RAM and halts the processor. Whenever the
BSC is powcred up, this flag is checked; if sct, a spe-
cial power fail rccovery routine is invoked.

Figure 16 shows the mechanization of the leakage
rclays control intcrface. Bits 0 and 4 of the SBC 86/35
status register are used to control the positive and neg-
ative pole relays, respectively. Battery leakage-case-
to-positive is measured by momentarily connecting a
50-ohm resistor between the case and the positive pole
of the battery then measuring the voltage across the
resistor. The process is repcatced for the negative pole,
The LEAKAGE task wakes up every 15 sec and cx-
erciscs both rclays through transistor switches, taking
autoranging rcadings of the resistor voltage and com-
puting the currents.

Figurc 17 shows the mechanization of the power re-
lay control interface. Status register bit 1 is used to
gate timer 1 of the 8253 programmable interval timer
chip. Timer 1 is set up as a programmable onc-shot
multivibrator (mode 1) and is loaded with a maximum
of 65,535 counts, giving a pulse width of 420 msec.
The EQUIPSPOWER task wakes up every 250 msec
and toggles thc gate to keep the timer 1 output low
and, hence, keep the power relays closcd. Should ei-
ther hardware failure or sofiware deadlock prevent it
from doing so, timer 1 opens the relays.

Analog Subsystem Mechanization

Figurc 18 shows a simplificd block diagram of the
A/D subsystem utilized in the BSC controller. The
subsystcm consists of two boards: a DATEL ST-701-
A2 16-channcl intelligent A/D board and a DATEL ST-
742 32-channcl expander. The ST-701 board contains

a4-MHz Zilog Z-80A microprocessor, an 8 K PROM,
an 8 K local RAM, and a 4 K static dual-port RAM
(DPR). The programmable gain amplifier (PGA) of-
fers gain steps from X1 to X128. The SBC 86/35 con-
trol and data interface to the ST-701 is through the DPR
using 8-bit and 16-bit operations.

Table 4 lists the A/D channel assignments. Chan-
ncl addresses O through 15 sclect analog inputs lo-
cally multiplexed on the ST-701 board. Channels 16
through 47 are located on the ST-742 expansion board.

In order to strcamline the A/D subsystem opera-
tion, the factory-supplicd firmware was removed and
a NASA-dcsigned program consisting of a mix of
PLM80 and ASMB80 modulcs was substituted. It
provides scmiautonomous opcration of the ST-701 in
scveral different modes through an algorithm selec-
tion routinc. Control of the ST-701 is accomplished
through control flags mapped into the top of the DPR.
The mapping of these flags and various data areas
is shown in Table 5. The factory-supplicd EPROM
is rctained and is uscd during off-line subsystem
calibration.

The current waveform of the charger is a function
of both the equipment type (charger) and the servicing
task selected by the technician, The equipment type
is made known 1o the program by fetching a 19-byte
structure from the LSBX module RAM. This perma-
nendly stored array only nceds to be changed by the
technician when the charger is replaced with a different
type. The task to be performed is selected by the tech-
nician using the SCP pushbutton matrix. The program
then sclects one of three algorithms: sample, burst, or
scan, depending on which is appropriate for the wave-
form. Each time the charger is powered up. the pro-
gram commands the ST-701 to do a hardware resct and
then commands it to exccute the selected algorithm.

The sample algorithm is the simplest of the ST-701
modes and is uscd only in the open circuit task when
the waveform is direct current. In this mode, the ST-
701 scrvices all channels round robin and places the
16-bit intcger A/D valucs in the latest sample array.
The BSC program then asynchronously fetches the
data it nceds from this array. It takes typically 2 msec
10 complcte a wraparound of the latest sample array.
No ampere-hour integration is performed in the sam-
ple mode.

The burst algorithm is used when the current wave-
form contains only linc frcquency harmonics superim-
posed on direct current. In this mode, the ST-701 ser-



vices cach channel in turn using a 1/60-scc window
over which it takes as many samples as possible. An
8-bit tally is made of the number of samples taken (usu-
ally around 175) and each sample is added to a 24-bit
signed sum. The resulting 32-bit “burst” is placed in a
burst structure consisting of 16 arrays of 48 such 32-bit
bursts. The last frame byte indicatcs which is the most
recently updated array. The BSC program fetches the
data it nceds from the appropriate portion of the burst
structure, and divides each 24-bit sum by its 8-bit tally
to obtain the average value for a particular channel
over the 1/60-scc window. It takes typically 800 mscc
to fill one array in the burst structure.

The scan algorithm is uscd for pulsed waveforms
that contain frecquencies lower than line frequency.
The reflex charger waveform shown in figure 19 is
onc cxample of such a waveform. The sctpoint for the
charge operation is the platcau of the pulsc; it is here
that we wish to snapshot battery current and voltages.
The scan algorithm makes this possible by providing
32 successive frames of input data, cach of which con-
sists of a sample array such as that gencrated by the
sample algorithm. The last frame byte indicates which
is the most recently filled array in the structure, and the
ST-701 then sends an interrupt to the SBC 86/3S. The
BSC program monitors battcry current at cach inter-
rupt and senscs the descending node crossing a thresh-
old equal to 50 precent of the setpoint current. The
program then backs up five frames onto the platcau
and averages the prcceding 16 frames. The frames oc-
cur at typically 4 msec intervals, hence, the averaging
window is approximately 64 mscc.

Ampcre-hour integration of battery current (chan-
ncl 0) is performed in both burst and scan modes. The
ST-701 performs the integration of battery current into
a 64-bit sum whilc keeping track of the number of sam-
ples in a 64-bit tally counter. The BSC program scts
the integral flag to obtain a snapshot of these two quan-
titics and computcs amperc-hours using clapsed time
since ST-701 reset.

The measurement of leakage current employs an au-
toranging routine in the BSC program that interfaccs
to the single channcl flags in the DPR, Every 15 scc,
the lcakage current task wakes up and in turn checks
both the positive and negative poles of the battery. One
of the two rclays is turned on, a 30-msec wait occurs
while the rclay contacts close, the single channcl flag
is set to channel 42, the single channcl gain is sct to
X1, and the single channel rcquest flag is sct to truc.
The ST-701 polls the single channcl request flag at in-

tervals that vary according to the algorithm, and clears
the flag when the valuc has been placed in the latest
samplec array. The task steps the gain until the latest
sample array shows a channcl-42 value of > 30 per-
cent of full scale or until gain X128 is rcached. The
entire process is repeated for the other relay.

Included in the AESL BSC main command menu
is a schedule cditor utility that enables the technician
10 control the timing and frequency of data file cre-
ation for each of the twclve battery servicing opera-
tions. The technician modifies the schedule to create
files at the beginning of the run, end of run, or both, as
well as at desired intervals throughout run,

A majority of the LSBX module’s RAM is mapped
into twclve 672-bit status-save buffers. When in run
mode, a status snapshot is saved once/sec in one of
these twelve buffers. A power-fail flag is sct at the
time of power failurc, which at power up initiates a
BSC power fail routinc 10, among other things, fetch
thc most rccent stalus-save snapshot. A utility on
thc AESL BSC main command menu called “scratch”
takes advantage of the cxistence of these status-save
buffers by making available for display the 12-sec
complement. Scratch allows the tcchnician, when in
open circuit, to step back through the scatch pad one
status filc at a time.

Implementation Status

The AESL Central System has been operational as
a software production facility since November 1987,
The :W1: hard disk has been formatted with a di-
rectory for 38,000 files. The intcgrated database tree
structurc is in place, and specification and data file for-
mats have been finalized.

A prototype battery station has been constructed and
final wiring hamesses arc being engineered. The unit
has becen operating in stand-alone mode since May
1988 and the BSC software is undergoing verifica-
tion and validation (V/V) testing. The A/D subsys-
tem firmware has been evolving as changes are in-
troduced to optimize interprocessor communications
and incrcase sample ratcs. The latest change to the
A/D firmware was the introduction of the "burst" al-
gorithm to provide improved averaging for waveforms
with large amounts of line frequency harmonics. This
change proved very successful.

Considcrable opcrational expcrience has been
gained using the iBC bubble cassctte subsystem and
it has proved to be a highly reliable medium. BSC



program updates and specification files have been rou-
tincly portcd from the central systcm to the prototype
battery station. Confidence in this form of file man-
agement has permitted a range of operations scenarios
1o emerge. The original concept of data transfers on
the BITBUS will be used whencver a battery station is
connccted to the bus, but the range of options in stand-
alonc modc has widencd. Stand-alonc operation of a
battery station might occur if, for cxample, an aircraft
is deploycd to another flight test facility and a battery
station is deployed with it, or a battery station might
be temporarily relocated to the hangar to be closer to
the aircralt, Such deployments require that the baticry
station be supplicd with the requisite bubble cassettcs
having the nceded specification files. One option is as-
signing a bubble cassctte 10 a battery such that all of its
rclated files (up to a maximum of 200) are on one de-
vice. The cassctics could be hand carried to the central
systcm and the data files dumped 10 :W1: whenever
desired. Another option is the dumping of filcs using
a phone line modem link through the central system
multiuscr interface.

Following BSC program V/V, the prototype battery
station will be tumed over to BSL personnel for a 30-
day shakedown in stand-alone mode. Special empha-
sis will be given to testing the technician interface rou-
tines and to the charger waveform analysis algorithms.
Attention will then tum to development of the BIT-
BUS software interfaces in both the central system
and the BSC. Engincering changcs to the SBX 344A
are being considered to increase the message length as
much as possible to speed file transfers. Considerable
software enginccring effort is anticipated to develop
the BITBUS manager user job in the central system.
Folowing this, the multiuser environment will be ac-
tivated and database access utilitics will be developed.

It is cxpected that sometime during CY88 the final
approval will be given for the fabrication of a sct of
production baticry stations. The presently planned ini-
tial configuration of the AESL is for a complement
of 10 battery stations, all operating on the data bus.
The prototype battery station unit will become an cn-
gincering brassboard used to evaluale new software
and support rescarch tasks investigaling new tech-
niqucs in battery scrvicing. Longer range plans for the

AESL include eventually upgrading the central system
1o RMX286 with the addition of 4 Mbyics of RAM
and replacement of the SBC 544 communications con-
troller with either a SBC 544A or a seccond SBC 548.
This cnhancement will provide a better environment
for the anticipated intensive multiuser operations.

Concluding Remarks

For many years the ¢xisting NASA Amcs Rescarch
Center’s Dryden Flight Research Facility automated
Battcry Systems Laboratory has provided a wealth of
opcrations expericnce in the servicing of aircraft bat-
terics. It will soon be replaced by the new Acrospace
Encrgy Systems Laboratory that will provide a mod-
emized facility containing numerous cnhancements
while retaining proven featurcs. The new facility is
now undcr development and its implementation builds
on proven Multibus systems design expericnce gained
from other programs at Ames-Dryden. Engincering
prototype hardware has reached the westing stage, and
carly results indicatc that the chosen implementation
will meet the design requirements.
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TABLE 1. CENTRAL SYSTEM BOARD COMPLEMENT

310 Slot number Installed Components
17 CD21/6600 SBX mothcrboard (Central Data)
Pos. 1 : SBX 258 iBC magnetic bubblc intcrface
Pos. 2. empty
Pos. 3 : SBX 351 serial I/O
Pos. 4 : SBX 251 magnctic bubble memory (128K)
Pos. 5 : empty
Pos. 6 : LSBX-Supcer clock/calendar/RAM (Computer Modules)
J6 SBC 214 peripheral controller
J5 SBC 544 communications controller
J4 SBC 548 communications controller
J3 emply
J2 cmpty
J1 SBC 286/12 processor
J5 : empty

J6 : SBX 344A BITBUS interface

TABLE 2. BATTERY STATION CONTROLLER BOARD COMPLEMENT

661 Slot number

Installed Componcnts

J1

J2

J3
J4
I5
J6
J7
J8

CD21/6600 SBX motherboard (Central Data)
Pos. 1: empty
Pos. 2 : SBX 351 scrial 1/O
Pos. 3 : GDX-barcodc interface (General Digital)
Pos. 4 : SBX 258 iBC magnctic bubble interface
Pos. § : LSBX-Super clock/calendar/RAM (Computer Modules)
Pos. 6 : empty ‘
SBC 86/35 processor
I3 : GDX-Proto-1 display interface
J4 : SBX 344A BITBUS interface
ST-701-A2 analog input proccssor (Datcl)
ST-742 analog input cxpander (Datel)
cmply
cmply
RTI-724V digital-to-analog output (Analog Devices)
MP830-72 TTL discretes 1/0 (Burr-Brown)

[ BRV IR RS )




TABLE 3. BSC TASK ROSTER

Task name Priority Notes
MULTIPLEXER$TASK 019  Scans SCP pushbuttons & LEDs
ANALOGS$TASK 020  Interrupt level 0010h
BARCODES$TASK 024  Inicrrupt level 0012h
LSBX$TASK 030  Interrupt lcvel 0015h
EQUIPMENT$POWERSTASK (48 Controls power rclays
BEEPERS$TASK 050  Controls SCP beeper
BITBUS$TASK 066  Intcrrupt level 0038h
BSCJOB 132 User job
BSCSINIT$TASK 150  Crcated by BSCJOB
ESCAPES$TASK 155  Scts ESCAPE flag
HOMES$TASK 155 Scts HOME flag
UP$TASK 155  Scts UP flag
DOWNSTASK 155 Scts DOWN flag
TARBRSTASK 155 Scts TAB flag
TEMP$PROBESS$TASK 201  Reads tempcerature probes
LEAKAGES$TASK 202 Mcasures battery casc Icakage current
SYNCH$TASK 210 Synchronizes data acquisition & display
MASTER$DISPLAY$TASK 220  Controls SCP display
PRINTER$POLL$TASK 225  Samples printer on-line status
PRINTERSTASK 230  Controls printer hardcopy (cntl P)
SUPERVISORSTASK 240  Controls opcration sequencing
DISPLAY$SMODES$TASK 245 Samples display sclect pushbuttons
CRT$MENUSTASK 250  Managces terminal interfaces




TABLE 4. ANALOG TO DIGITAL CONVERTER CHANNEL ASSIGNMENTS

Channgcl Assignment Channel Assignment
00 Charger amps 24 Cecll 14 volis
01 Load bank amps 25 Cell 15 volts
02 Load bank volts 26 Cell 16 volts
03 Load bank deg 27 Cell 17 volis
04 Sparc 28 Cecll 18 volts
05 Sparc 29 Ccll 19 volts
06 Sparc 30 Ccll 20 volts
07 Sparc 31 Cell 21 volts
08 Spare 32 Cell 22 volts
09 Spare 33 Ccll 23 volts
10 Sparc 34 Ccll 24 volis
11 Ccl1 01 volts 35 Cell 25 volts
12 Cecll 02 volts 36 Cell 26 volts
13 Cell 03 volts 37 Cell 27 volts
14 Cecll 04 volis 38 Cell 28 volis
15 Ccll 05 volis 39 Cell 29 volts
16 Ccll 06 volts 40 Cecll 30 volis
17 Cell 07 volts 41 Battery volts
18 Ccll 08 volts 42 Lecakage milliamps
19 Cell 09 volis 43 Top tecmp
20 Cecll 10 volts 44 Casc temp #1
21 Cecll 11 volts 45 Casc tcmp #2
22 Cell 12 volts 46 Casc tcmp #3
23 Celi 13 volts 47 Casc tecmp #4

TABLE 5. ST-701 DUAL-PORT RAM MAPPING

Address Function
8FFFH Interrupt doorbell
8FOFH Run modc talkback
8FOEH Run mode command
8FOCH Singlc channel request
8FOBH Single channel gain
8FOAH Single channcl number
8FO04H 120-Hz clock flag
8FO3H Integral fetch flag
8FO1H Last framc number
8FOOH Algorithm numbcr

8EF8H-8EFFH Intcgral sum (64-bit long integer)
8EFOH-8EF7H Intcgral number iterations (64-bit counter)
8E9OH-8EEFH Latcst valuc array (48 intcgers)

8000H-8E8FH  Data output structurcs arca (alicrnatc ovcrlays)

10



Tandy Printer
servicing records hardcopy
archive cabinet
User terminal System terminal Line printer

-

]

c _ HP-1000 -
a:)er;\puter ~|Central Computer System
Setup 4 Data
] e ——— —_————d -
Servicing Y NEFF .
area User terminal Analog Data User terminal
Acquisition System
R ] ] ______ [
25 4 25 25
Position 1 Positon2 | ————— ————— ——— Position 40

Fig. 1 Battery Systems Laboratory overview.

Central
system
[ 2.4 MHz serial data bus é
Battery Battery Battery -
station station station
2] #2 #3

Fig. 2 AESL ovcerview.

220-V 2.4 MHz serial data bus
power
Power Controller
relays subsystem
Monitor
plate
(X))
Load
Charger Battery d—= bank
Temp. | |
probes

Fig. 3 AESL battcry station overvicw.
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" Power control
 subsystem
(rear) :

Fig. 4 Battery station bench.

Cs Polling message BS Barcode
E AT wand
User N Y Time/date T A
terminals
S Status/
T T Data base flies T T |« control
Printer R Real-time status E | panel
A M Servicing records RO Audible
L Y N alarm

Fig. 5 AESL functional overview.
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Database

Préject

|
TTTr T ]

l m] I F.18 ]“H"

ATA em = A /\...../\

Y
Data files

Fig. 6 Integrated database tree structure.

FILESCSPEC)  CSPECe14M220)  CTYPESNICA) AHRATED®10.0] NXAHe14
NXCHGV=1.7S)  MXDIFFU=0.25) HXDROPU=0,03)  MXCHGT=11)

SETRFLI=14.05 ENDRFLPw1.0)

SETPULI=14,04

SET2MCIw10.05  SET2TCISS.0}  SET10CIs2.5)  ENDCIVe1.S9}

SETCWU=1.70/  SETCUI=10.0)  ENDCVI=0.10}

VENTPS1=2.0 to 10.0} CASEPSI=10.03  TORQUE=20.0J

Fig. 7 Example cell specification file.

FILE=BATTDATA] BATTDATA=880817140007F BATTSPEC=123456787 STATION=27;
TASKsCaracity Test} OPERATOR=Dan Smith}

PROJECT=TEST! MODELNO=CA-5-20} AHRATED=30.07 NUMCELLS=20;
EQUIPsChristie Reflex) STATUSsEnd of runj PERIOD=j

BATTVOLTS=22.193) DATTAMPS=-29.685) ELAPTIME=01120:148) AH=-30,129;}
TEMPS=91,201,98.896,94.251,95.7688/,956.345)

LEAKABE=0. 495,-0.404}

CELLUOLTS=1.14,1.13,1.12,1.11,1.15,1.09,1.09,1.12,1.09,1.12,1.12,1.13,
1.10,1.13,1.13,1,10,1.14,0.99+1.10,1,08}

CAUTHARN=Cel| 18 minimum volits)
. 8480

Fig. 8 Example battery servicing data file.
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SBX258 :BO:

e

SBX351 RxRDY
SBX251 :B1:

$BX361 TxRDY

SBX344 BITBUS —— o
i SBC286/12

——

Line printer

3]
R4
IRS |
1R8]

———

1RO
IR1
IR2

R7

8259A
PIC
siave

CD21/6600

IR7

EC88 0168-003
Fig. 9 Central system console.

Not used

IR0

10 MS clock
$BD rupt JAY]
iR2

sBCs4s JRI]
sBcseg 1R4
sB8c214 RS,

8274 seriat ‘R&.
IR7

8258A
PIC
slave

8259A
PIC
master

on
S$BC286/12

INTR

CPU

Fig. 10 Central system interrupt configuration.

EC88 0168-002
Fig. 11 Battery station controller subsystem chassis.
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2.4 MHz serial data bus

48 analogs " 'l"'lmr
Peripheral ays
A/D subsystem C.P.U.
1 ]
Muitibus |
1 1 ) d
Discrete Bubbie
[[e] DAC memory
72 discretes 0-10 VDC
Fie. 12 BSC . EC88 0168-004
. 1CW.
'8 overvie Fig. 13 BSC cardcage.
NDP MINT 1RO
IRY
10MS clock — | —1R2_] AC NMI
, 8250 | o —
s8X344 BITBUS — |—BL{  PIC Y .
. IRe master CPU
Line printer —— on
RS SBC 86/35
8251 TxroY — | A8
8251 RxRDY — | A7
ST701 AID 1RO
SBX351 RxRDY 11
IR2
GDX.Barcode 8259A
$BX258 :B0: IR3 "l"'.?.
IR4 o
©D21/6800
LSBX 1 Hz 5
SBX258 :B1: il
SBX361 TxRDY 187
8472

Fig. 14 BSC intcrrupt configuration.
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FFFFF

EPROM mapping:
27253155:‘0"3 FEF80-FFFFF Restart
FE300-FFFTF Bootstrap
E0000 F8240-FE2FF SDM monitor SBC 86/35 ! Leakage.relay box Battery
DACO?7 oAC Be F0000-F823F Nucleus processor ! under
DAC00 ard 8 Bytes E0000-EFFFF Basic 1/0 Status ! 1 test
register bo+12 +12
0 I
1
2 i
3 '
4 :
81FFF A/D RAM 8K s :
80000 - g :
SBC 80/35 RAM mapping: !
40000-7FFFF User job 1
cBC 3E000-3FFFF Bootstrap data ;
86135 01100-3FFFF Root job and !
Memory RAM < RMX86 data i |
address 512K 01050-010FF BIOS data : !
01040-0104F Nucleus data 1 L
00400-00FFF SDM data ' !
 00000-003FF Vectors : i
[} [}
00000 a3 1 To AID 1 8470

Fig. 15 BSC memory mapping.

SBC 86/35
processor

8253
PIT

Fig. 16 Leakage relays control.

Power control box

220V power

"L

o th

+54 GO

SSR
G1 1 —-DO—[D)l—— - AC )
+5{az 2} 438 | /"
{ Optional third
| relay (if 30)
Status |
register |
9 I 115V
2 | 60Hz
3 Timer 1 |
4 |
5 e Mode 1 i
¢ | ¢ Binary ]
7 | * Max counts |
e 0.42 sec )

Fig. 17 Power relay control interface.
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ST701
inputs
ST742
inputs

16

Analog
32 | multiplexer

PROM
8K

Z-80A
CPU
t B

u

Local s
interrupt

120 Hz

pr—

controller
(MK3801)

RUPT

DPM
4K

Local

8/18
bit

buffers

RAM
8K

ADC
12/20

t

Control
logic

\)

Fig. 18 AESL BSC analog subsystcm overview.

90

60

Amperes 30
0

-30

40
30
Volts 20
10

0

Charger RF-80H
Period = .617 sec
P.R.F. = 1.622 Hz

l l I J

o

1.0 1.5 20

Time, in sec

Fig. 19 Reflex charging waveforms.
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